
4.3     The Normal Distribution 

 

        e ≈ 2.71828,   π ≈ 3.14159.           

          Notation:        N(µ,σ2) 

 

 

Theorem:  If  X has normal distribution with parameters  µ and σ then 
E(X) = µ 
V(X) = σ2 

 

COMPUTATION 

TI-83:  TI-83 has normal probilities and percentiles programed in DISTR menu ([2ND] [VARS]) 

P( a ≤ X ≤ b) = normalcdf(a,b,µ,σ)      ( use a = - 10^99 if a = - ∞, and b = 10^99 if b =  ∞) 

100p%-th percentile = invNorm(p,µ,σ) 

OR Table A3 



 

 

 

 

 

 

 

 

 

 

 

 



 

(a)  P(Z ≤ 1.25) = Φ(1.25) = 0.8944 

(b)  P(Z > 1.25) = 1 - Φ(1.25) = 0.1056 

(c) P(Z ≤  - 1.25) =  Φ(-1.25) = 0.1056 

(d)  P(-.38 ≤ Z ≤ 1.25) = Φ(1.25) - Φ(-.38) = 0.8944 – 0.3520 = 0.5424 

 
 

Finding percentiles of the Standard Normal Distribution: 

Example 2.   Find the 99th percentile and the 1st  percentile of the standard normal distribution.  

 

 

 

 

Answer:  99th percentile ≈ 2.33,   1st percentile ≈ -2.33 

  



zα Value (critical value):  zα is the value of Z for which the area under the z-curve and to the right of 

zα is α 

 

 

 

 

zα =  (1-α)100% percentile of the standard normal curve 

 

Example 3.   Find z0.05.   Answer: z0.05 = 95th percentile of standardnormal distribution = 1.645 

 



Relation between nonstandard and standard normal distributions: 

 

 

  



Example 4.16  Suppose that  X is normally distributed with  mean µ = 1.25  and standard deviation σ 

= 0.46, that is   X is  N(1.25, .2116).   

1.  Find the probability  P( 1.00 ≤ X ≤ 1.75).  

 

 

 

 

 

 

2. Find the 90th percentile η(.90) of  X, that is find a number c such that P(X ≤ c) = 0.90. 

The 90th percentile of Z is 1.28, which means that  

𝑃(𝑍 ≤ 1.28) = 0.90 

Since 𝑍 =   
𝑋−1.25

.46
,  solving inequality  

𝑋−1.25

.46
≤ 1.28 for X we obtain that 𝑃(𝑋 ≤ 1.28 ×

0.46 + 1.25) = 0.90.  Hence the 90th percentile  c  of  X is  c = 1.28 × 0.46 + 1.25 = 1.84 

 

TI-83:   

1.   P( 1.00 ≤ X ≤ 1.75) = normalcdf(1,1.75,1.25,0.46) = 0.5681 

2.  90th percentile of  X = invNorm(.9,1.25,0.46) = 1.84 

 

  



Approximating Binomial Distribution: 

For large n the cdf of binomial distribution with parameters n and p can be approximated by 

normal probabilities with 𝜇 = 𝑛𝑝 and 𝜎2 = 𝑛 𝑝 (1 − 𝑝) 

 

 



EXERCISES 4.3 

Verify the Empirical Rule  (below). 

 
here  SD = standard deviation = σ 

 

 
Answers:  0.3341, 0.0000316, 0.5785, 6.52, 0.8034 



 
Answers:  a. 0.2525, 0.00008; b. 39.96 

 

 
Answers:  0.993, 0.987, 0.792 

 


